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In recent years some research towards developing forecasting models for wind power or energy has been carried out. In order to evaluate the prediction ability of these models, the forecasts are usually compared with those of the persistence forecast model. As shown in this article, however, it is not reasonable to use the persistence model when the forecast length is more than a few hours. Instead, a new statistical reference for predicting wind power, which basically is a weighting between the persistence and the mean of the power, is proposed. This reference forecast model is adequate for all forecast lengths and, like the persistence model, requires only measured time series as input.
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Introduction

In this article we propose a new reference model which should be used instead of the persistence model (1) when short-term, say up to 48 h, forecasting models for wind power or energy are evaluated.

There are two types of wind power forecasting models: physical1–3 and statistical.4–6 Up to now the reference for these models and many other meteorological forecasting models has been the persistence model given by

\[ p_{t+k} = p_t + \varepsilon_{t+k} \]  (1)

where \( t \) is a time index, \( k \) is the look-ahead time, \( p \) is e.g. wind power or energy and \( \varepsilon \) denotes the residual. The forecast \( \hat{p} \) obtained using this model is

\[ \hat{p}_{t+k} = p_t \]  (2)

which states that the expected value \( k \) time steps ahead is equal to the most recent value. In statistics this is called the persistence or naive predictor. In this article we shall refer to (1) as the persistence forecast model.

The model (2) is a simple description, but yet very powerful. This is because the atmosphere can be considered quasi-stationary, i.e. changing very slowly. A characteristic timescale in the atmosphere is \( f^{-1} \), where \( f \) is the Coriolis parameter. Using \( 10^{-4} \text{s}^{-1} \) for \( f \) gives that this time scale is approximately 3 h.2

To compare the forecasts with the observations, the root mean square error (RMS) or the mean square error (MSE) is usually used. The MSE for the persistence forecast model is given by

\[ \text{MSE}_p = \frac{1}{N-k} \sum_{t=1}^{N-k} (p_{t+k} - \hat{p}_{t+k})^2 = \frac{1}{N-k} \sum_{t=1}^{N-k} (p_{t+k} - p_t)^2 \]  (3)
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where $N$ is the number of observations. The RMS is given by

$$RMS_p = \sqrt{MSE_p}$$ (4)

Owing to the quasi-stationarity of the atmosphere, $p_{t+k}$ will be rather close to $p_t$ when the time step $k$ is less than a few hours, which means that the $MSE$ will be small compared with the $MSE$ for large $k$.

As $k$ gets larger, $k \gg f^{-1}$, or say above 36 h, the flow in the atmosphere will no longer remain constant and the correlation between $p_{t+k}$ and $p_t$ will tend to zero. This means that the present flow provides no information about the future flow, and the model (1) which correlates the future flow to the present flow is no longer reasonable.

Instead, the mean of the flow could be used as a simple reference when the correlation is zero. In the Appendix it is shown that the $MSE$ for the persistence is actually twice the $MSE$ of the mean predictor when the correlation is zero.

It is thus quite obvious to suggest a new reference forecast model as a weighting between the persistence and the mean, where the weighting for different forecast lengths is determined by the correlation between $p_t$ and $p_{t+k}$. In this article such a reference is proposed. Wind power is considered, but the proposed reference can be used for many other meteorological quantities, e.g. wind speed or energy.

**New Reference Forecast Model**

As outlined in the Introduction, the proposed reference forecast model is a weighting between the persistence and the mean, i.e. the $k$-step forecast is written as

$$\hat{p}_{t+k} = a_k p_t + (1 - a_k) \bar{p}$$ (5)

where $p_t$ is the most recent measurement of the wind power and $\bar{p}$ is the estimated mean of the power given by

$$\bar{p} = \frac{1}{N} \sum_{t=1}^{N} p_t$$ (6)

When $k$ is small, $a_k$ should be approximately one and the reference thus corresponds to persistence, but when $k$ is large and the correlation is zero, $a_k$ should be zero and the forecast is simply the mean. It is thus reasonable to define $a_k$ as the correlation coefficient between $p_t$ and $p_{t+k}$:

$$a_k = \frac{1}{N} \sum_{t=1}^{N-k} \hat{p}_t \hat{p}_{t+k} \frac{1}{N} \sum_{t=1}^{N-k} \hat{p}_t^2$$ (7)

where

$$\hat{p}_t = p_t - \bar{p}$$ (8)

This actually corresponds to the value of $a_k$ which minimizes the $MSE$ for the new reference.
Examples

In this section, measured wind power is used to calculate the correlation, and the RMS for the new reference is compared with the RMS for the mean and persistence.

Correlation

Measurements of half-hourly mean values of wind power from a wind farm located in Hollandsbjerg, Denmark have been used to calculate an estimate of the correlation as a function of the forecast length. Two data sets are considered, namely measurements from a summer and a winter period. Each data set contains 4380 measurements. The estimated correlation as a function of the forecast length from the summer period is shown in Figure 1 and from the winter period in Figure 2.

From both figures it is seen that the correlation seems to decrease exponentially as a function of the forecast length. Therefore the figures also show the values of the function

$$f(k) = \phi^k$$  \hspace{1cm} (9)

where the values used for $\phi$ are the estimated correlation coefficients for $k = 1$.

---

**Figure 1.** Estimated correlation as a function of the forecast length for 4380 half-hourly mean values of observed wind power in a summer period, and values of the fixed parameter function

**Figure 2.** Estimated correlation as a function of the forecast length for 4380 half-hourly mean values of observed wind power in a winter period, and values of the fixed parameter function
The correlation for the half-hourly forecast \((k = 1)\) is 0.968 for both periods and the agreement between \(f(k)\) and the correlation is good for both periods as long as the forecast length is small. However, for the summer period the correlation is seen to be highly periodic owing to the diurnal variation in the wind speed, because in latitudes such as Denmark’s this diurnal variation is most significant during the summer period.

Thus the correlation is not independent of the location of the wind farm or the time of year. Therefore it is not possible to use a simple expression like (9) or to assume global values for the correlation. It is thus recommended that the correlation is calculated for each forecast length using (7) and (8) and that the correlation which is calculated using measurements from a given location should not be used for any other locations.

**Performance**

In this subsection the measurements from Hollandsbjerg are used to show how the \(RMS\) of the forecast error depends on the forecast length. One year of half-hourly mean values of the power are used and the \(RMS\) is calculated using the new reference, the persistence and the mean of the power. The result is shown in Figure 3.

The figure clearly demonstrates the need for a new reference forecast model, since the \(RMS\) for the persistence model for large horizons is larger than the \(RMS\) obtained using the mean value as a forecast. For small forecast lengths, \(k < f^{-1} \approx 3\) h, the \(RMS\) for the new reference is almost identical to the \(RMS\) for the persistence forecast model; and for larger horizons, say \(k > 24\) h, the \(RMS\) for the new reference approximates the \(RMS\) of the mean. For the intermediate horizons it is clearly seen that the new reference combines the forecasts from the persistence and the mean in such a way that the \(RMS\) is significantly below the \(RMS\) of these last two approaches.

**Summary**

In this article we have proposed a new reference forecast model for predictions related to wind speed and power. This reference should be used instead of the commonly used persistence forecast model, which is shown not to be reasonable for forecast lengths above a certain limit. The algorithm for calculating predictions from the new reference model is summarized below.

![Figure 3. RMS for the three simple forecast models—the mean, the persistence and the new reference—calculated using one year of half-hourly mean values of measured wind power](image-url)
Calculate the mean \( \bar{p} \) using (6).

For each forecast length \( k \):
- calculate the correlation coefficient \( a_k \) using (7);
- calculate the predictions \( \hat{p}_{t+k} \) from the reference forecast model using (5).

The main difference between this algorithm and the persistence forecast model is that the correlation coefficient has to be calculated for each forecast length. If the correlation were the same all over the world, i.e. not depending on the location of a wind farm, the above algorithm could be simplified by omitting the calculation of the correlation coefficient. In this case the correlation coefficients could be given in a table, which could be considered globally valid. However, the results in the previous section indicate that this is not the case.

The new reference forecast model is still almost as simple as the persistence forecast model, since it only requires time series of measured wind power as input. It is clearly demonstrated that if the forecast length \( k \) is larger than \( f^{-1} \approx 3 \text{ h} \), then the new reference should be used.

**Appendix: Mean Square Error (MSE)**

Here it is shown that the \( \text{MSE} \) for the persistence forecast model is twice the \( \text{MSE} \) if the mean is used as a forecast model when the flow can be considered uncorrelated.

The \( \text{MSE} \) given by (3) can be rewritten as

\[
\text{MSE}_p = \frac{1}{N-k} \left( 2 \sum_{i=k}^{N-k} p_i^2 + \sum_{i=1}^{k} p_i^2 + \sum_{i=N-k}^{N} p_i^2 - 2 \sum_{i=1}^{N-k} p_i p_{t+k} \right)
\]

(10)

As the number of observations \( N \to \infty \) and \( k \ll N \), it is seen that the second and third sums in (10) become negligible and hence

\[
\text{MSE}_p \approx \frac{2}{N-k} \left( \sum_{i=k}^{N-k} p_i^2 - \sum_{i=1}^{N-k} p_i p_{t+k} \right)
\]

Using that the mean of two multiplied uncorrelated random variables \( X \) and \( Y \) is given by \( E(XY) = E(X)E(Y) \), the \( \text{MSE} \) for large \( k \) can be rewritten as

\[
\text{MSE}_p' \approx \frac{2}{N-k} \left[ \sum_{i=k+1}^{N-k} p_i^2 - \frac{1}{N-k} \left( \sum_{i=1}^{N-k} p_i \right)^2 \right]
\]

If instead the mean of the flow is used as a forecast model, i.e.

\[
\hat{p}_{t+k} = \hat{p} = \frac{1}{N} \sum_{i=1}^{N} p_i, \quad 1 \leq t \leq N
\]

we see that the \( \text{MSE} \) for this model is

\[
\text{MSE}_m = \frac{1}{N} \sum_{i=1}^{N} \left( p_i - \frac{1}{N} \sum_{j=1}^{N} p_j \right)^2 = \frac{1}{N} \left[ \sum_{i=1}^{N} p_i^2 - \frac{1}{N} \left( \sum_{i=1}^{N} p_i \right)^2 \right] \approx \frac{1}{2} \text{MSE}_p'
\]

which means that the \( \text{MSE} \) for the persistence model will be twice the \( \text{MSE} \) of the mean model for large \( k \), where \( p_{t+k} \) and \( p_t \) are uncorrelated.
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