Modelling the heat dynamics of a monitored Test Reference Environment for Building Integrated Photovoltaic systems using stochastic differential equations
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A B S T R A C T
This paper deals with grey-box modelling of the energy transfer of a double skin Building Integrated Photovoltaic (BIPV) system. Grey-box models are based on a combination of prior physical knowledge and statistics, which enable identification of the unknown parameters in the system and accurate prediction of the most influential variables. The experimental data originates from tests carried out with an air-based BIPV system installed in a Test Reference Environment. BIPV systems represent an interesting application for achieving the requirements of the EU EPBD Directive. Indeed, these systems could reduce the ventilation thermal losses of the building by pre-heating the fresh air. Furthermore, by decreasing PV module temperature, the ventilation air heat extraction can simultaneously increase electrical and thermal energy production of the building. A correct prediction of the PV module temperature and heat transfer coefficients is fundamental in order to improve the thermo-electrical production.

The considered grey-box models are composed of a set of continuous time stochastic differential equations, holding the physical description of the system, combined with a set of discrete time measurement equations, which represent the data driven part.

In the present work, both one-state and two-state non-linear grey-box models are considered. In order to validate the results, the residuals are analysed for white-noise properties.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction
The aim of the present work is to carry out an energy transfer characterisation of an air-based double skin Building Integrated Photovoltaic (BIPV) system. One of the encompassing results of this work is to model the effect of the PV module temperature in order to optimize BIPV installations under forced convection where the ventilation air is used for pre-heating the incoming air. The implementation of the EU EPBD Directive and the prEN 13779 has fixed considerable air renovations per hour for non-residential buildings, which results in an inevitable increase in the energy consumption, especially during the winter season. One possibility to reduce these ventilation thermal losses is the installation of BIPV systems in which the fresh air is pre-heated. These systems can thus substitute or be combined with the heat recovery unit of the building to take advantage of the waste heat. Since mechanical ventilation systems are normally installed in non-residential buildings, forced ventilation regimes are analysed in this work.

Reliable and detailed experimental data of air-based BIPV systems should be available for modelling purposes. During the PV-Hybrid-PAS EU project [1] a standard scheme for the performance evaluation of hybrid PV building components was developed. Within the IMPACT EU project [2] a common outdoor Test Reference Environment (TRE) [3] has been developed by the EU Joint Research Centre (JRC) in Ispra in order to assess the thermal exchange of the PV module with its environment. TRE is a standard outdoor facility for testing building integrated PV ventilated modules under forced regimes. With the experience gained from TRE experimental work, an improved version (Test Reference Environment of Lleida (TRE-L)) as shown in Fig. 1 [4] was designed and built in the Lleida Outdoor Test centre (LOTCE). Several experiments, at different inclinations and ventilation regimes, have been performed and the initial experimental results are reported in [5]. Since TRE-L test facility is well insulated behind and on the lateral sides of the air channel, the effect of different rear-facing materials over the system can also be evaluated.

Different authors [6–8] have modelled the energy transfer of BIPV systems with continuous-discrete stochastic state space models based on experimental data. Grey-box modelling, based on stochastic differential equations (SDE’s), is a well proven and promising method for describing the heat dynamics of buildings...
and components [9]. These dynamic models allow parameter estimation (system identification) and accurate prediction of the most influential variables. Grey-box models are composed by a set of stochastic differential equations, combined with a set of discrete time measurement equations. The SDE’s hold the physical description of the system while the measurement equations represent the data driven part. One of the advantages of these models is the possibility to decompose the system noise into process noise and measurement noise. This allows for estimation of the unknown parameters in a prediction error (PE) setting as opposed to the common output error (OE) setting [6]. The models can be used for simulation, prediction and control applications.

Previous grey-box modelling work with TRE data from JRC was carried out by Jiménez et al. [6]. Within this work a non-linear model was found to be most suitable to describe the system and the authors emphasized that it was not possible to directly estimate the unknown physical parameters without more detailed measurements. In [7] the model formulated in [6] was applied with different experimental data from TRE prototype where transversal fins were placed in the air gap. The model described the experimental data satisfactorily, but the authors suggested that an extension of the model from single-state to multiple-state might improve the performance of the model.

The grey-box models proposed in the present paper can be considered as an extension to the models described in [6,7]; the most relevant differences with the previous work is the direct estimation of the convective heat transfer coefficients between the PV module and the air gap, and the PV module heat capacity described through a single and a two-state model formulations. In addition, other physical inputs and outputs are also considered in the presented models: the angular dependency of the optical properties of the PV module, the electricity production, the effect of PV module inclination over the heat transfer coefficients and the consideration of the ground and sky temperatures for the radiative losses calculations. The estimated convective heat transfer coefficients within the air gap are also compared with the coefficients calculated from [10–14].

The paper starts with a description of the experimental set-up and data. Then follows a section about the modelling approach where the grey-box models structure and the considered models are presented. The following section summarizes the results of the modelling work: starting with a description of the estimated parameters, followed by the model evaluation in time and frequency domain and followed by a comparison of the estimated Nusselt numbers with literature relations. Finally conclusions are drawn and further developments are outlined.

2. Experimental set-up

2.1. Description of the set-up

The TRE-L prototype (see Fig. 1) is composed by a thermally well insulated wooden box (with external sizes of 2.06 × 2.36 × 0.37 m) and a support structure which allows any inclination to be tested. The wooden box is filled with a 0.2 m thick expanded polystyrene (EPS) layer and the walls are formed by 0.02 m thick plywood painted with white varnish to minimize solar absorption. The prototype has a south facing opening where a glass-tedlar monocrystalline-Si PV module (with dimensions of 0.976 × 1.507 m) is positioned. The air channel behind the PV module is 0.115 m wide and its cross sectional area is 0.112 m². The hydraulic diameter is 0.198 m. The air enters from the bottom and is extracted from the top by means of a 0.125 m diameter PVC tube, placed at the rear side of the box so that it remains shaded. A variable speed fan controls the airflow at several rates. An array of plastic made cylindrical tubes with a diameter of 0.005 m is placed at the inlet to guarantee a non disturbed pattern flow. The PV module can easily be removed in order to access the rear side of the air gap. This allows different rear-facing materials to be tested. In the experiments used for this analysis an ALANOD-Mirotherm absorber sheet was positioned. This Mirotherm absorber is black coloured and it has a solar absorption of 90 ± 1 % (in the range of wavelength between 380 and 1650 nm) and a thermal emission of 5 ± 2 % (in the range of wavelength between 3 and 20 µm). The PV module is formed by 28 monocrystalline-Si solar cells (46 % area covered by
PV cells). In Fig. 2 an outline of the TRE-L measurement set-up is shown.

2.2. Experimental data

The data was collected in 30 s intervals and then averaged to 10 min values. The overall measurement period covers July to December 2010 and the trials consisted of 2–4 day period tests. The following temperatures were measured: inlet and outlet temperatures within the air gap, surface temperature of the interior side of the PV module, and surface temperature of the black absorber sheet. The electrical energy production of each string of the PV module was recorded in the data logger. Wind direction and speed were recorded by a cup-type anemometer placed next to the TRE-L and at the same height; ambient temperature and humidity were collected by a weather station placed approximately 10 m above the ground. For a detailed description of the experimental set-up and sensors, see [5].

The monitoring campaign was extended over a half year period. Tests on the TRE-L prototype were carried out with a fixed air gap width of 11.5 cm, two different inclinations (vertical and 30°) and seven ventilation regimes. Experimental results from the first part of the monitoring campaign are summarized in [5]. Fig. 3 shows plots of measured PV module average temperature, air inlet and outlet temperatures, and solar radiation for different air flow rates in the air cavity. As demonstrated, both PV module and outlet air temperatures are strongly affected by variations in solar radiation. The dynamical response of both variables is delayed in time because of the system thermal inertia. This indicates that a description of the dynamics when modelling on this time resolution is essential.

3. Energy transfer

Fig. 4 shows the energy transfer processes which occur when the PV ventilated module is exposed to solar radiation. The model takes on adiabatic conditions behind and to the lateral sides of the air channel.

The following heat transfer processes are considered within the system:

- Radiative heat losses to the exterior:
Solar radiation absorbed by the PV module and electricity production:

\[ Q_{abs} = A_{\text{cells}}(\tau \alpha)_{\text{n,cells}} C_t \text{IAM}(\theta_{\text{ain}}) + A_{\text{n}}(\tau \alpha)_{\text{n,u}} C_t \text{IAM}(\theta_{\text{ain}}) \]  

(3)

\[ Q_e = A_{\text{PV}} q_e \]  

(4)

• Thermal radiative heat transfer between the PV module and the rear-facing material:

\[ Q_{r} = \frac{A_{\text{PV}} \alpha}{(1/e_{\text{ted}}) + (1/e_{\text{back}})} - (T_{\text{PV}}^4 - T_{\text{back}}^4) \]  

(5)

• Convective heat transfer within the air channel:

\[ Q_{c,\text{gap}} = h c_{\text{PV},\text{gap}} A_{\text{PV}} (T_{\text{PV}} - T_{\text{gap}}) + h c_{\text{back},\text{gap}} A_{\text{PV}} (T_{\text{back}} - T_{\text{gap}}) = m \rho_{\text{gap}} C_p \Delta T \]  

(6)

These heat transfer processes are considered within the proposed models in Section 4.4.

4. Modelling approach

4.1. Model structure

The grey-box models are continuous time stochastic state space models, which are lumped capacitance models with addition of noise. The evolution in time of the lumped states is described by a set of continuous time stochastic differential equations (SDE’s) (system equations):

\[ dx_t = f(x_t, u_t, t, \theta) dt + \sigma(u_t, t, \theta) \, d\omega_t \]  

(7)

which are indirectly observed as described by the set of discrete time measurement equations (measurement equations):

\[ y_k = h(x_k, u_k, t_k, \theta) + e_k \]  

(8)

where \( x \in \mathcal{X} \subset \mathbb{R}^n \) is a vector of state variables, \( u_t \in \mathcal{U} \subset \mathbb{R}^m \) is a vector of input variables, \( t \in \mathbb{R} \) is the time variable, \( \theta \in \Theta \subset \mathbb{R}^p \) is a vector of parameters, \( y_k \in \mathcal{Y} \subset \mathbb{R}^l \) is a vector of output variables. \( f(\cdot, \cdot) \in \mathbb{R}^n, \sigma(\cdot, \cdot) \in \mathbb{R}^{m \times n} \) and \( h(\cdot, \cdot) \in \mathbb{R}^l \) are known but possibly nonlinear functions; \( \omega_t \) is an \( n \)-dimensional standard Wiener process. \( \{e_k\} \) is an \( l \)-dimensional white noise process with \( e_k \in \mathcal{N}(0, \Sigma(u_k, t_k, \theta)) \) and \( \sigma(\cdot) \) is the gain of the increments of the Wiener process. Hence the total noise in the model is decomposed into a process noise term \( \omega_t \) and a measurement noise term \( e_k \) and they are assumed to be mutually uncorrelated. This allows for estimation of unknown parameters from experimental data in a prediction error setting as opposed to the more commonly used output error setting [6]. The process noise accounts for: modelling approximations (description of the dynamics, etc.), unrecognized and unmodeled inputs (not considered variables which may affect the system, etc.), and noise in the input measurements. The measurement noise term accounts for noise and drift in the output measurements [15].

4.2. Parameter estimation

The solution to Eq. (7) is a Markov process and unknown parameters of the model in Eq. (7) and (8) can be estimated with e.g., maximum likelihood or maximum a posteriori estimation [16]. Since no prior information about the parameters is available, maximum likelihood (ML) estimation is applied in the present modelling work. ML estimation of the unknown parameters is carried out by finding the parameters \( \theta \) that maximize the likelihood function given a sequence of measurements \( Y_0, Y_1, \ldots, Y_{N-1}, Y_N \). By introducing the notation:

\[ y_N = [Y_0, Y_1, \ldots, Y_{N-1}, Y_N] \]  

(9)

the likelihood function is the joint probability density:

\[ L(\theta; y_N) = \left( \prod_{k=1}^{N} p(Y_k | \eta_{k-1}, \theta) \right) p(Y_0 | \theta) \]  

(10)

where \( p(Y_k | \eta_{k-1}, \theta) \) is a conditional density denoting the probability of observing \( Y_k \) given the previous observations and the parameters \( \theta \), \( p(Y_0 | \theta) \) is the probability distribution function (pdf) of the starting conditions.
allows for an estimation of unknown physical parameters of the system (i.e., $h_{PV,\text{gap}}$ and $C_{PV}$) and for statistically evaluating the accuracy of the estimates.

The single-state model for describing the heat dynamics of the PV module temperature in the TRE-L prototype can be expressed by the overall energy balance on the PV module surface:

$$C_{PV} \frac{dT_{PV}}{dt} = (A_{PV} h_{PV,\text{amb}}(T_{\text{amb}} - T_{PV}) + A_{PV} h_{PV,\text{gap}}(T_{\text{gap}} - T_{PV}))$$

$$+ A_{PV} \sigma \varepsilon F_{\text{sky}}(T_{\text{sky}}^4 - T_{PV}^4) + A_{\text{cells}}(\varepsilon_{\text{nl,cells}} G_{\text{t}}) \text{IAM}(\theta_{\text{aoi}})$$

$$+ A_{r}(\varepsilon_{\text{nl,rad}} G_{\text{t}}) \text{IAM}(\theta_{\text{aoi}}) - A_{PV} \bar{q}_{e} \ dt + \sigma_{v} \gamma \ dv$$

where Eqs. (12) and (13) are the system and observation equations, respectively.

The model has 10 inputs ($\tau_{w}$, $T_{\text{amb}}$, $T_{\text{gap}}$, $T_{\text{back}}$, $F_{\text{sky}}$, $F_{\text{sky}}$, $F_{\text{rad}}$, $\theta_{\text{aoi}}$, $G_{\text{t}}$, $\bar{q}$), and 8 known parameters ($A_{PV}$, $A_{\text{cells}}$, $A_{r}$, $\tau_{\text{rad}}$, $\varepsilon_{\text{nl,cells}}$, $\varepsilon_{\text{nl,rad}}$) and 3 unknown parameters ($C_{PV}$, $h_{PV,\text{gap}}$, $\sigma_{v}$) which are estimated.

Several necessary inputs and parameters are calculated as follows:

- The PV module total area is the sum of the PV cells and the transparent areas:

$$A_{PV} = A_{\text{cells}} + A_{r}$$

- The temperature of the PV module is calculated as the average of PV cells and Tedlar temperatures:

$$T_{PV,m} = \frac{T_{\text{cell}} A_{\text{cells}} + T_{r} A_{r}}{A_{PV}}$$

- The air gap temperature is calculated as a linear function of the inlet and outlet temperatures [19,20]:

$$T_{\text{gap}} = 0.25 T_{\text{inlet}} + 0.75 T_{\text{outlet}}$$

Eq. (16) has been validated with air gap temperature measurements at mid-height of the TRE-L air gap.

- Since data of wind direction and speed is available, Sharples [21] relations are used for the exterior heat transfer coefficient, averaged for respectively windward and leeward directions:

$$h_{PV,\text{amb}} = 3.72 + 1.16 \nu_{w}$$

$$h_{PV,\text{amb}} = 1.8 + 1.93 \nu_{w}$$

- For non-normal solar incidence, the incidence angle modifier IAM($\theta_{\text{aoi}}$) is obtained by the expressions of Barker and Norton [22] for PV modules with clear glass:

$$\text{IAM}(\theta_{\text{aoi}}) = 1 - (3.3 \times 10^{-3} \theta_{aoi} + 4.12 \times 10^{-4} \theta_{aoi}^2 + 1.6 \times 10^{-5} \theta_{aoi}^3$$

$$+ 2.6 \times 10^{-7} \theta_{aoi}^4)$$

- The longwave view factors of the PV module surface to respectively sky and ground surface are calculated as follows [23]:
\[ F_{\text{sky}} = 0.5(1 + \cos\phi) \quad (20) \]
\[ F_{\text{gnd}} = 0.5(1 - \cos\phi) \quad (21) \]

- Since data of the dew point ambient temperature is available, the Duffie and Beckman relation [24] has been used for the sky temperature calculation:
\[
T_{\text{sky}} = T_{\text{amb}}(0.711 + 0.0056T_{\text{dew}} + 0.000073T_{\text{dew}}^2
\quad + 0.013 \cos(\pi t_n/12)) \quad (22)
\]
where \(t_n\) is the time from midnight in hours and the ground temperature \(T_{\text{gnd}}\) is assumed to be the same as the ambient temperature. In previous works ([6,7]) the effective sky temperature was considered a steady-state parameter to estimate.

4.4.2. Two-state model formulation

Since the PV module, black absorber and air gap temperatures are collected at three different heights (see Fig. 2) and considerable differences (up to 10°C) are found between top and bottom PV module temperatures, the single-state model has been extended to a two states formulation in order to get a better prediction. The need of using a multiple state model for the system description was expressed also in [7]. With the two-state model, top and bottom PV module average temperatures are estimated separately, taking the temperature gradient over the vertical axis into account. The two-state model is formulated as follows:
\[
\frac{C_{\text{PV}}}{2} dT_{\text{PVbot}} = \left( \frac{A_{\text{PV}}}{2} h_{\text{PV,amb}}(T_{\text{amb}} - T_{\text{PVbot}}) + \frac{A_{\text{PV}}}{2} h_{\text{PV,gap}}(T_{\text{PVbot}} - T_{\text{PVbot}}) - T_{\text{PVbot}} \right) + \frac{A_{\text{PV}}}{2} \sigma \left( T_{\text{PVbot}}^4 - T_{\text{PVbot}}^4 \right) - \frac{A_{\text{PV}}}{2} \sigma \left( T_{\text{PVbot}}^4 - T_{\text{PVbot}}^4 \right) \quad (23)
\]
\[
\frac{C_{\text{PV}}}{2} dT_{\text{PVtop}} = \left( \frac{A_{\text{PV}}}{2} h_{\text{PV,amb}}(T_{\text{amb}} - T_{\text{PVtop}}) + \frac{A_{\text{PV}}}{2} h_{\text{PV,gap}}(T_{\text{PVtop}} - T_{\text{PVtop}}) - T_{\text{PVtop}} \right) + \frac{A_{\text{PV}}}{2} \sigma \left( T_{\text{PVtop}}^4 - T_{\text{PVtop}}^4 \right) - \frac{A_{\text{PV}}}{2} \sigma \left( T_{\text{PVtop}}^4 - T_{\text{PVtop}}^4 \right) \quad (24)
\]
\[
T_{\text{PVbot,m}} = T_{\text{PVbot}} + e_1 \quad (25)
\]
\[
T_{\text{PVtop,m}} = T_{\text{PVtop}} + e_2 \quad (26)
\]

The model needs 12 inputs \((\nu_{\text{w}}, T_{\text{amb}}, T_{\text{gap,bot}}, T_{\text{gap,bot}}, T_{\text{back,bot}}, F_{\text{sky}}, T_{\text{sky}}, T_{\text{PVbot}, G_t, q_e})\) and 8 known parameters \((A_{\text{PV}}, A_{\text{cell}}, A_{\text{e}}, e_{\text{red}}, e_{\text{back}}, e_{\text{gl}}, A_{\text{cell}, G_t}, A_{\text{cell}, G_t})\) and 4 unknown parameters \((C_{\text{PV}}, h_{\text{PV,gap}}, \sigma_1, \sigma_2)\) which are estimated.

The same assumptions as for the presented single state model are assumed.

The air gap temperatures are calculated by (see Fig. 5):
\[
T_{\text{gap,bot}} = 0.25 T_{\text{air,in}} + 0.75 T_{\text{gap}} \quad (27)
\]

\[ T_{\text{gap,top}} = 0.25 T_{\text{gap}} + 0.75 T_{\text{air,out}} \quad (28) \]

5. Results and discussion

5.1. Parameter estimation

In order to estimate the unknown parameters, partly clouded days are used for modelling. Using such days the heat transfer processes which are modelled are less correlated than for clear sky days, leading to a better parameter estimation. Once the parameters are estimated, sunny days are used to test the model.

The estimated parameters and the corresponding standard deviations are shown in Table 1.

As seen in Table 1, uncertainties on the parameters estimates decrease when passing from single to two-state model, confirming the necessity to take the temperature gradient over the vertical axis into account.

Starting the evaluation with the estimates of the convective heat transfer coefficients, the average Nusselt numbers are given by:
\[
N_{\text{PV,gap}} = \frac{h_{\text{PV,gap}} D_t}{k_{\text{air}}} \quad (29)
\]

In Fig. 6, the estimated average Nusselt numbers are shown as a function of the Reynolds number (Re). The tests were performed in vertical position and at a 30° tilt angle and no significant differences are found for the Nusselt numbers. Similar results were found in [14].

Regarding the estimated values of \(C_{\text{PV}}\), they differ slightly for distinct Reynolds numbers (see Table 1). Taking the uncertainties of the parameters estimate into account, the differences are however not statistically significant for Re >3000. For lower Reynolds numbers, the differences could be caused by non-modelled natural convection effects that could be included in more advanced models.

5.2. Model evaluation

5.2.1. Residuals analysis in time and frequency domain

In Fig. 7 plots of the residuals for the two-state model are shown. The residuals are plotted versus time, solar radiation, state variables and wind speed; these plots may reveal potential outliers or systematic dependencies of the residuals on inputs or states. It
Table 1
ML estimated parameters and the corresponding standard deviations in vertical position.

<table>
<thead>
<tr>
<th>Model Ventilation regime</th>
<th>Single-state model $C_{PV}$</th>
<th>$h_{PV,gap}$</th>
<th>Two-state model $C_{PV}$</th>
<th>$h_{PV,gap}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re = 1200</td>
<td>20823 (± 1267)</td>
<td>1.56 (± 0.68)</td>
<td>16504 (± 281)</td>
<td>1.52 (± 0.19)</td>
</tr>
<tr>
<td>Re = 1800</td>
<td>18997 (± 519)</td>
<td>2.48 (± 0.08)</td>
<td>17958 (± 755)</td>
<td>2.52 (± 0.05)</td>
</tr>
<tr>
<td>Re = 3000</td>
<td>24262 (± 1698)</td>
<td>3.94 (± 0.13)</td>
<td>20788 (± 650)</td>
<td>4.77 (± 0.12)</td>
</tr>
<tr>
<td>Re = 7000</td>
<td>17735 (± 1615)</td>
<td>6.22 (± 0.25)</td>
<td>19088 (± 719)</td>
<td>6.85 (± 0.16)</td>
</tr>
<tr>
<td>Re = 13000</td>
<td>23056 (± 2043)</td>
<td>8.78 (± 0.30)</td>
<td>22180 (± 780)</td>
<td>10.78 (± 0.03)</td>
</tr>
<tr>
<td>Re = 20000</td>
<td>25924 (± 1153)</td>
<td>10.38 (± 0.21)</td>
<td>20278 (± 484)</td>
<td>11.62 (± 0.15)</td>
</tr>
</tbody>
</table>

Fig. 7. Plots of the residuals of the two-state model for a one-day period (Re = 20000).

is possible to observe that the variance of the residuals increase slightly with solar radiation and PV module temperature, revealing that a possible model improvement could be the introduction of a dependency of these variables in the noise term of the model. A similar behavior is found also for the single-state model.

To verify that the model describes the dynamics of the system properly, the assumption of white noise residuals (one-step prediction) is checked. The white noise properties are analysed with the auto-correlation functions (ACF) and the cumulated periodograms (CP) plotted in Fig. 8. Confidence bands of approximately 95% under the hypothesis that the residuals are white noise are also shown. The ACF and the CP of the residuals clearly show that the two-state model describes the dynamics of the system better than the single-state model, and in fact it is concluded that a two state is needed to describe all the systematic variations in the data. For the two-state model the white noise assumption of the residuals is not rejected.

5.2.2. Simulation and prediction

As a further evaluation, the performance of the two-state model for both simulation and prediction is analysed. Fig. 9 shows simulated and measured $T_{PV,top}$ for 1 min time step. A similar pattern is found for longer sample periods (i.e. 5 or 10 min). The simulated temperatures reasonably follow the observed temperature profile and the standard deviation of the temperature difference is (0.72 °C) for 1-min data and (0.75 °C) for 10 min data. The highest temperature differences are registered when there are fast changes in temperature. This is probably due to the fact that some fast dynamical effects are not adequately considered in the model and it reveals that in the simulation, long-time variations are better described than the short-time variations.

The one-step predictions of $T_{PV,top}$ are compared with the observations in Fig. 10. A similar pattern is found for longer sample periods (i.e. 5 or 10 min). It is possible to observe that the model predicts accurately the PV module temperature and the standard deviation of the prediction error is (0.18 °C) for 1-min data and (0.6 °C) for 10 min data.

5.3. Comparison with literature relations for Nusselt numbers in forced convection

In order to compare the estimated Nusselt numbers with literature relations it is important to define weather the flow is
Fig. 8. The auto-correlation function and the cumulated periodogram of the residuals for the selected grey-box model. (a) Single-state model; (b) two-state model.

fully-developed or not. Therefore, the thermal entrance length \( x_{th} \) has been calculated with Bejan [25] relations. In both laminar and turbulent regimes, the fully developed heat transfer condition is not reached, since \( x_{th} \approx 1.7 \) m while the air gap length is 1.6 m.

In Fig. 11 the estimated Nusselt numbers are compared with values calculated from some of the most typical literature relations [10–14,26] for developing flow in channels with laminar, transient or turbulent regimes. There are only a few relations for developing flow in transient and turbulent regimes [11–13] because several authors [25,27] assume that in turbulent flow the entrance effects are not significant and that the flow is fully-developed for the entire channel length. Furthermore, literature relations are normally based on isothermal or isoflux boundary conditions but normally in a BIPV system neither isothermal nor isoflux boundary conditions are fulfilled. Relations for both symmetrical and asymmetrical heating are considered in Fig. 11 since the average temperature difference between the PV module and the black absorber is always lower than 4 °C. As it is possible to observe in Fig. 11, for the same Reynolds number, the Nusselt number value can be quite different when using different literature relations. Literature relations generally underestimate the identified Nusselt

![Fig. 9. Simulation and measurements of TPVtop with the two-state model for 1 min data (Re = 1800; 07/01/2011).](image)

![Fig. 10. One-step prediction and measurements of TPVtop with the two-state model for 1 min data (Re = 1800; 07/01/2011).](image)
Continuous-discrete stochastic state space models are applied for modelling the heat dynamics of ventilated BIPV modules based on measured data from a well-controlled experimental set-up. The strength of grey-box models is the possibility to combine physical and data driven information in order to identify model parameters and providing information about uncertainties of the model. Within this study, both one-state and two-state grey-box models are presented, and it is shown that the two-state model provides the best description of the heat dynamics of the system and the two-state model is not contradicted by white noise tests. This reflects that the second model can be assumed to describe the information in the sampled measurements of the dynamics of the system.

The estimated parameters are evaluated both from a physical and a statistical point of view. Regarding the convective heat transfer coefficients between the PV module and the air gap, it is shown that the most typical literature relations predict quite different values for the same Reynolds number leading to possible calculation errors. In this particular case, the estimated values with the two-state model are predicted properly with the Ito’s relation for transient and turbulent regimes, while in laminar conditions Candanedo’s relation approximates quite accurately the estimated Nusselt numbers.

Regarding the estimated values of $C_{PV}$, they slightly differ for different Reynolds number, especially for lower Reynolds numbers; the differences are not statistically significant for $Re > 3000$ and for lower values the difference could be caused by non-modelled natural convection effects that should be included in more advanced models. The statistical evaluation of the two-state model shows that the model describes the dynamics of the system very well, and that a possible model improvement could be the introduction of a dependency of the solar radiation and the PV module temperature in the noise term.

One promising feature of grey-box models is also the possibility to be applied for simulation and prediction purposes. It is shown that the two-state model performs properly both in prediction and simulation context.

In order to check the reliability and to identify the most suitable model, likelihood ratio tests should be applied in future work [8]. Several rear-facing materials are planned to be tested in the TRE-L and the applicability of the presented models for different optical properties of the system should be verified in future work.
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